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Abstract—Nearest neighbor forwarding (NNF) intends to max- ®
imize throughput in wireless networks. However, NNF suffes
from low one-hop progress and may therefore significantly
increase end-to-end delay. The spatial efficiency (SE), i,ethe ®
expectation of the ratio of progress to interference area aociated
with one hop, is introduced in order to quantify this trade- °®
off. The problem of low progress is addressed by maximizing PEAS
the one-hop SE, subject to the central angley, determining X
the forwarding area. By this, the optimal balance between ¢ P
minimizing the interference area and maximizing progress $
found. Then, this analysis is extended by considering a Paisn
point process, driven by some traffic intensity, on the inteference o X forwarding area
area. Furthermore, the traffic aware v*-NNF strategy is proposed o
which adapts v to the traffic intensity in order to maximize SE. ®
Simulation results show a significant reduction of the endd-end
delay if v*-NNF is used.
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I. INTRODUCTION

IRELESS networks have recently gained much at-

traction due to several reasons: research on hardware
has achieved considerable advances in the development of
small and inexpensive communications devices. A fundamen-
tal property of these networks is that communication dods no
rely on a wired backbone. Hence, nodes additionally have to
function as routers by carrying the network traffic as wellas
organize and to maintain network topology. Certain aspefcts
routing must therefore be reviewed and new design paradigms
must be found in order to face emerging challenges such as
scalability and mobility.

A potential approach is greedy geographic forwardingg. 1. Case I: All nodes that give positive progréssare potential relays
(GGF), which has gained much interest due to several reasfis 7). Case Il: Forwarding area is decreased<(): Nearby nodes with
. .. ow progressZ are not considered as potential relays.

(see [1]-[3]). In GGF, forwarding decisions are based omlloc
minimization of an Euclidean cost metric. This cost metric
can have various forms [2], depending on the strategy of
interest. In the GGF framework, nearest neighbor forwaydin Although NNF maximizes throughput, it suffers from low
(NNF) represents a strategy that minimizes spatial coimient progress which may cause high end-to-end delay. This proble
and hence, maximizes throughput. In this scheme a packetén be tackled by narrowing the circle sector by means
forwarded to the node which has the least Euclidean distarafey < (Fig. 1(b)). Consequently, nearby nodes with low
to the node currently holding the packet. By precondititie, t progress are not considered as potential relays anymoi®. Th
selected node (or relay) must give a positive progress to the course, does not solve the problem, but decreases the
routing process, resulting in that only nodes located irréeci probability of low one-hop progress and improves end-td-en
sector with central angle == are considered as potentialdelay. However, this modification results in more interfere
relays. This circle sector is called the forwarding area isndand hence, lower throughput due to the increased trangmissi
indicated in Fig. 1(a). power resulting from the increased one-hop distance.

_ . o We introduce the spatial efficiency (SE), which is defined
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the optimal central angle* such that the forwarding areaHence, (2) can be rewritten as
is chosen to maximize SE. In the second step, we refine s
the definition of the SE by considering a Poisson point . / 222 2AT

: =2\ 2 20 dr =4 — 2). 6
process (PPP) on the interference area. Then, we propose the” sin(v/2) | e " v sin(7/2) ©
traffic intensity awarey*-NNF strategy which adapts to the

traffic intensity in order to maximize SE. Finally, we presenye maximizer by letting 22 L 0sto< ~ <, yielding
simulation results that reveal the significant reductioreid- oy -

0

to-end delay ify*-NNF is used. ~* cos(7*/2) — sin(y*/2) L 0, = v ~0747. (7)
[l. SPATIAL EFFICIENCY OENNF l(;lote_ét/w;t the optimah* in (7) is independent of the node
ensity A.

We assume that nodes are distributed in the plane according
to a stationary PPP. All nodes are equipped with omnidi-
rectional antennae. Furthermore, they do not have to obey 1y
transmission power constratnt Now, we want to measure the SE in terms of the expected

Denote byR the transmission radius which is the Euclidearatio of progress to the number of conflicts, according to
distance between source and relay. Furthermore, denofe by 7
the one-hop progress which is obtained by projectihgnto nr = E{—}, (8)

a line connecting source and destination. Then, we define the I+1
spatial efficiency (SE) as where I denotes the number of conflicts. The term conflict
7 refers to the problem of concurrent medium access in wiseles
ni= E{ }

POI1SSONPOINT PROCESS ANDSPATIAL EFFICIENCY

o (1) network and thus characterizes either the degree of imesrée
or the required number of orthogonal channels. We condition
whereE{-} is the expectation operator. The quantitynea- the PPP on having a node in the origin and count the number
sures the average one-hop progress normalized to theingsulof conflicts this node experiencesWe further assume that
interference area. The motivation for choosing this metrioterference is formalized by the protocol model [6].
rather than, e.gE{%}, is because it applies to the problem Then,/ can be written as a PPP with intensity
of spatial contention and throughput. A key assumptionas th
spatial contention is proportional tB? or equivalently, that Ar :p/ P{|z| < (1+A)R}Xdz, 9)
throughput is inversely proportional #?, which we consider R
as the interference area associated with one hop. Since \tfere p is the thinning factor, which can be seen as the
nodes have omnidirectional antennae, the interferenaeiarenetwork load and\ denotes the guard zone around the receiver
always a disc of radiug. in the protocol model. We now conditioh; on the fact that
We now calculaten for the NNF strategy fory being the transmission radius iB=rq. Thus, (9) can be rewritten
arbitrary but fixed. SinceZ and R are dependent, we firstas

decompose (1) by applying the law of total expectation,
according to Ar(ro) = P/Rz 1(|z] < ro(1+A))Ada = 7ABrg,  (10)

E{Z|R}
= E{ R2 } (2)  where3:=p(1+A)? denotes the traffic intensity that drives
the PPP. Again, we apply the law of total expectation and
decompose (8), according to

= E{E{Z|R}E{%’R}}. (11)
where A is the node density of the PPP [4]. To calculate +
E{Z|R}, we need the conditional PDF; (z|r). With the Note that conditioned om?, Z and I are independent. The
uniformity of the PPP, we can obtaifi;|z(z|r) by simple second term is calculated as

The probability density function (PDF) a is given by
fr(r) =dyre 37, r >0, @3)

transformation of random variables, yielding 1 1 _ o—mABr?
9 E{—‘R:r}:irz. (12)
fzip(alr) = ——, reos(y/2)<z<r (4) I+l BT
vt =2 With (5) and (12), (11) can be calculated as
With (4), the inner expectation in (2) can then be calculated
as (4) p (2) oy = V2sin(vy/2) (1 _ 1 )’ (13)
r BV ATy V1+287/y

2z 2r
E{Z|IR=1r} = ———=dz = —sin(vy/2). (5) which is a function of3 and~. We are now able to find the
(ZiR=r)= [ =T/ ©) 5 and-

rcos(y/2) optimal~* in terms of SE for a given traffic intensity which
is the subject of the following section.

1A constraint on transmission power would not give any addil insight
to the trade-off involved in this work. Furthermore, limig the transmission  2Due to Slivnyak’s theorem [5], this does not affect the dtistiion of the
range would introduce connectivity issues to the model &mnéss reasons. PPP.
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Fig. 2. Reduction of expected throughput and expected deltdyrespect Fig. 3. Delay ratio and throughput ratio for non-optimalwith respect to
to the casey = = vs. traffic intensity3 for different per-hop bias delays. ~v* vs. traffic intensity3 for a per-hop bias delag = 5.

IV. TRAFFIC AWARE v*-NNF scenario,y* was computed numerically. It can be observed
We assume that nodes have side information about hat using a staticy results in a unstable delay-throughput
p and of the decoding requirements respectively the guaipd]tc?e lOW. traffic reglmg or t::rothpuEr decreases in the high
zone A. This can be achieved by, e.g., medium congestiorna Ic regime compared to the optimal case.
measurements [7]. With this knowledge, nodes can compute
the optimal central angle*(3) = arg max,{n:(v,3)} from
(13). Unfortunately,v*(53) can not be obtained in closed-
form. Sincelimg_, . 7*(8) =0.74 7 and by considering only
a network loadp > 0.15, i.e., interference-limited networks,
we can approximate*(3) by curve fitting yielding

V. CONCLUSION

We addressed the problem of low progress of NNF, which
may result in high end-to-end delay in wireless networks.
We formulated the spatial efficiency as the expectation of
the ratio of progress to interference area. By maximizing
the spatial efficiency we obtained the optimal central angle

0.14m, 0<B<0.15 ~*=0.74 7, which finds the optimal trade-off between high

N 1 progress and low spatial contention. We extended this aisaly
7 (B) = ~L16675 +2.64, 015<5<50  (14) by considering a Poisson point process, driven by somedraffi
0.74, B > 50. intensity, on the interference area associated with oneTop

. . rotocol model was chosen as an example for interference
We conducted Monte Carlo simulations to analyze t o

. o . .. Characterization but can be replaced by other models. We
resulting reduction in delay. In the scenario, nodes week i.

distributed with density\=10~2 in an area ofl000 x 1000 proposed a new traffic aware forwarding scheme cafied

m? and a source-destination pair was placed with distan'éle'z\l F which adapts its forwarding strategy to maximize the

sgatial efficiency for a given traffic intensity. In terms of

10% meters. We then measured the total delivery time of on 2 4-to-end delav and throuahout. our results show sianifica
packet from source to destination. Thereby, in each hop e y ghput, 9

number of concurrent medium acceksexperienced by the Improvements compared to conventional NNF. Simulation

forwarding node was measured using the protocol model. T eeSUItS show that in this case, end-to-end delay can be re-

per-hop delay was modeled as the sum of the waiting time ”%Jced significantly (10-75%), while throughput decreasug o

I - 0
terms of multiple time slots due to TDMA queueing, of Signarlnargmally (20-35%).

propagation duration and of a fictive bias per-hop delajue

to signal processing tasks, i.e., per-hop delay-sl + o time _ o o
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