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Abstract—We present the ǫ-outage capacity in the low
signal-to-noise ratio (SNR) regime of an incremental relaying
network. The network consists of one source, one destination,
and two half-duplex relays. The one-bit feedback from the
destination node is considered to be imperfect and is modeled
as binary symmetric channel. The basic idea is that in each
block only one terminal transmits depending on the feedback
information in order to achieve a better use of the degrees of
freedom of the channel. We derive a closed-form expression
of the ǫ-outage capacity and show that the quality of the
feedback link has a great influence on theǫ-outage capacity
of the network. We further examine an extension to the
“usual” incremental relaying protocol by allowing the relays to
overhear the transmissions of each other in order to increase
their own decoding probability. This novel incremental relaying
protocol performs close to the cut-set bound (within0.5 bit/s/Hz).
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I. I NTRODUCTION

The idea of incremental relaying was first introduced in
[1]. The authors presented results for an amplify-and-forward
relay network that operates in the high signal-to-noise ratio
(SNR) regime. One of the main problems for the analysis of
incremental relaying is the fact that the data rate itself isa
random variable depending on the channel quality between
the nodes. For that purpose, the notion of a long-term average
data rateR̄ was introduced in [1]. However, two problems
occur with such a setting. First, there are several values of
the initial target rateR that lead to the samēR. The authors
solved this issue by selecting the smallest possibleR, i.e., that
target rate that leads to the most reliable transmission. Second,
consideration of the high SNR regime makes practically the
use of incremental relaying obsolete. If the source is able to
transmit with very high power, the probability that source-to-
destination transmission will fail tends to zero. Consequently,
there is no need for the relay to transmit. The problem becomes
much more realistic and interesting in the low SNR regime.

This was done for decode-and-forward in [2]. The authors
derived theǫ-outage capacity for the general case ofK relays
when there is perfect feedback from the destination. Theǫ-
outage capacity was then compared to that of the cut-set
bound. For the one-relay case it has been shown that if the
relay is located close to the source, incremental relaying with
decode-and-forward is outage optimal in a way that it achieves
the ǫ-outage capacity of the cut-set bound. If the relay moves

closer toward the destination, the gap between this protocol
and the cut-set bound gets worse and worse. Furthermore, it
was demonstrated that the optimal relay location only depends
on the path-loss factorα and is independent of the SNR and
the target outage probabilityǫ.

Variability of data rate dependent on the channel conditions
is also treated in [3]. The authors examine a network in which
the data rate is adapted with respect to the average SNR. The
key point is to maintain a constant target outage probability at
all SNR values. The main setting is a hybrid ARQ (automatic
repeat request) protocol in Rayleigh block-fading channels.

Main Contributions: We derive theǫ-outage capacity of an
incremental relaying protocol with two relays that employ
decode-and-forward. One major distinction to prior work is
that the feedback channel is considered to be imperfect. We
stress that the maximal gain with respect toǫ-outage capacity
compared to a network without feedback lies between1 and
3. This clearly points out the great advantages of feedback.
Nevertheless, it must be highlighted that in practice feedback
does not come at no costs. However, in our set-up we only
consider a one-bit feedback that indicates success or failure
of prior transmissions. Obviously, as the block length is large,
the impact of one-bit on the data rate can be neglected and
we get very good approximations of the true achievable rates.
Furthermore, we propose an extension to the normal incre-
mental relaying protocol that allows the relays to overhearthe
transmission of the other relay and, hence, increase their own
decoding probability. This novel incremental relaying protocol
performs close to the cut-set bound (within0.5 bit/s/Hz).

The remainder of the paper is organized as follows. In
Section II we introduce the system model. Section III deals
with the derivation of theǫ-outage capacity of the proposed
incremental relaying protocol. In Section IV we give numerical
results and discuss our findings. Moreover, we introduce a
novel incremental relaying scheme and analyze itsǫ-outage
capacity. Finally, Section V concludes the paper and gives
some remarks on further research.

II. SYSTEM MODEL

We consider the network depicted in Fig. 1 which consists
of a sourceS, a destinationD, and two relaysR1 and R2,
respectively. The channel gainshi, i ∈ {sd, sr1, sr2, r1d, r2d},
represent a slow Rayleigh fading profile with variancesσ2

i .
As a consequence,|hi|2 follows an exponential distribution
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Fig. 1. Network for incremental relaying with imperfect feedback. Dashed
lines indicate one-bit feedback from the destination to thesource and the
relays.

with mean valueσ2
i and phases are uniformly distributed over

[0,2π). We use a common path-loss model, whereσ2
i ∝ d−α

i

with di being the distance between two nodes. White Gaussian
noise is added at each receiving node and noise realizations
are assumed to be independent and identically distributed
(i.i.d.). All noise realizations are drawn fromCN (0,N). An
average power constraint ofP is assumed at the source and
the relays over a transmission block. The SNR is defined by
SNR = P/N . The relays are practically constrained in a way
that they cannot transmit and receive at the same time (half-
duplex relays). Furthermore, the relays employ decode-and-
forward, which means that they decode the source message and
encode it again before retransmission. Throughout the paper it
is assumed that there are enough channel uses per transmission
phase so that the codes achieve their intended rates reliably if
the rates are below the channel capacity.

The overall transmission block is divided into three sub-
blocks. The transmission procedure then is as follows (see
Fig. 2): During the first sub-block the source transmits to
the relays and the destination. The destination then indicates
success or failure of the source transmission by a one-bit
feedback. If the source transmission was successful, the source
allocates the next sub-block again. Since we assume block
fading, it is obvious that this transmission will succeed aswell.
The same happens during the third sub-block and, hence, the
overall gain becomes3 in this case. If source transmission
was not successful, then the relayR1 transmits during the
second sub-block. The destination now employs maximum
ratio combining and tries to decode the combination of the
source transmission and the relay transmission. Again, a one-
bit feedback indicates success or failure of decoding. If itwas
successful, the source occupies the third time slot and the
whole procedure starts again. If it was not successful, relay R2

transmits and the destination tries to decode the combination of
all three transmission, i.e., the transmissions from the source,
relayR1, and relayR2.

We use theǫ-outage capacityCǫ as performance metric
[4], which is defined as the highest rateR such that outage
probability satisfiespout(R, SNR) := Pr(C(SNR) < R) ≤ ǫ,
where0 ≤ ǫ ≤ 1 and C(SNR) is the instantaneous capacity.
For a target outage probabilityǫ, we haveCǫ := sup{R :
pout(R,SNR) ≤ ǫ}.

Notation: PSD describes the probability that the source-
to-destination transmission has been successful. Accordingly,
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Fig. 2. Division of one transmission block into three sub-blocks. Source
transmits during the first sub-block. Depending on the feedback (FB) either
source of relayR1 transmits during the second sub-block. Again, depending
on the feedback, either source or relayR1 or relayR2 transmits.

P̄SD is the probability that the source-to-destination transmis-
sion hasnot been successful.PR1D, is the probability that the
destination could decode after relayR1 has transmitted. This
also includes the preceding source transmission. Therefore,
PR1D means that the destination can decode after combining
the transmissions from the source and the relayR1. Conse-
quently, P̄R1D is the probability that the destination could
not decode after the relayR1 has transmitted. A positive
acknowledgment from the destination is denoted byACK and a
negative acknowledgment byNACK. With (AB)l×m we denote
the element of thel-th row and them-th column of the matrix
product AB. The Hadamard (entry-wise) product of two
matricesA andB is denoted asA◦B. As we consider one-bit
feedback, it is reasonable to model the feedback channels as
binary symmetric channels (BSCs) defined as

p := Pr(ACK|ACK) = Pr(NACK|NACK)

1− p := Pr(NACK|ACK) = Pr(ACK|NACK).

For the sake of analysis, we assume that source and relays
receive the feedback with the same degree of reliability, i.e.,
the feedback channel is the same and, hence, modeled by the
same BSC with parameterp.

III. O UTAGE CAPACITY

A. Baseline Setting

We derive theǫ-outage capacity of incremental relaying
by applying the method described in [2]. First, a baseline
setting is examined, which means that we derive theǫ-outage
capacity of the corresponding network but without feedback
from the destination. After that, feedback comes into play
by introducing a scaling factor that influences the pre-log
factor [5]. The pre-log factor is similar to the multiplexing
gain in the high SNR regime [6]. Each sub-block is assigned
for a single transmission, i.e., we consider interference-free
transmission (cf. Fig. 2). In order to have the same amount
of information transmitted through the network (compared to
direct transmission with rateR), each node transmits with3R.
For the sake of analysis, we define

g(R,SNR) :=
23R − 1

SNR
(1)

and drop the dependence onR andSNR in the following.
An outage occurs for the following four cases:

1) The source signal cannot be decoded by the destination
and by the relays.



2) RelayR1 can decode the source signal, but relayR2

cannot. Additionally, the destination is still not able to
decode after combining the signals from the source and
relayR1.

3) The same as 2), but the roles of the relays changed.
4) Both relays can decode, but the destination is still not

able to decode after combining the signals from the
source and both relays.

With these considerations, the outage probability of the net-
work can be expressed as

pout = Pr
(
|hsd|
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, (2)

where case 1) is represented by the first line on the right-hand
side, case 2) by the second line, case 3) by the third line, and
case 4) by the fourth and fifth line, respectively.

In order to be able to calculate the outage probability in
the low SNR regime, we apply the following lemma (for the
proof see [7]).

Lemma 1: Let Y =
∑K

k=1 Xk, whereXk are independent
exponentially distributed random variables with meanσ2

k. If
g(ξ) is a continuous function atξ = 0 andg(ξ) → 0 asξ → 0,
then the cumulative distribution functionFY (·) of Y satisfies

lim
ξ→0

FY (g(ξ))

g(ξ)K
=

1

K!
K∏

k=1

σ2
k

. (3)

Since we are interested in a low target error probabilityǫ,
ǫ → 0 implies g → 0. Therefore, if we examine the low SNR
regime, i.e.,SNR → 0, we have to make sure that23R − 1
converges faster to zero than doesSNR. Finally,

lim
ǫ→0

SNR→0
g→0

pout
g3

=
6σ2

r1d
σ2
r2d

+ 3σ2
sr1σ

2
r2d

+ 3σ2
sr2σ

2
r1d

+ σ2
sr1σ

2
sr2

6σ2
sdσ

2
sr1σ

2
sr2σ

2
r1d

σ2
r2d

.

(4)
In the following, we substitute the right-hand side of (4)
by f(σ)−1. The ǫ-outage capacity (without feedback) then
becomes after some algebraic manipulations

Cǫ =
1

3
log2(1 + SNR

3

√

f(σ)ǫ). (5)

The ǫ-outage capacity of the corresponding incremental re-
laying network is derived by multiplyingCǫ with the factor
3/E(N), where E(N) stands for the average amount of
required transmission phases in order to send the source in-
formation to the destination. The reason for this scaling factor
is the following. Assume the source transmission succeeds
during the first sub-block. Then no relay has to transmit in
the subsequent sub-blocks. Hence, we haveN = 1, whereN
is the number of transmission phases. The next sub-block can
then be occupied by the source and, due to the block fading
model we consider, this transmission will be successful as

well. The same is true for the third sub-block. To sum up,
if the source transmission succeeds without any help by the
relays, then the overall gain with respect toǫ-outage capacity
becomes3. Now assume, in contrast, that the relayR1 has to
transmit, but not relayR2. In this case, the third sub-block can
be used by the source again to transmit the next information
message and the gain over the baseline setting with respect to
ǫ-outage capacity becomes1.5. Similar consideration hold for
other cases. Since theǫ-outage capacity is valid for all possible
channel realizations and not only for instantaneous ones, the
average of the transmission phases, i.e.,E(N), must be taken
into account.

B. Number of Transmission Phases

We now examine the required number of transmission
phases (number of sub-blocks) in order to transmit a source
message to the destination. Obviously, the maximum amount
of required sub-blocks is3. In such a case the source and
both relays would have transmitted to the destination. If the
destination is still not able to decode, an outage is declared.

One sub-block is required for the following cases: 1) The
source transmission was successful andACK was received
correctly. 2) The source transmission was not successful and
NACK was received incorrectly.

Two sub-blocks are required if the following constellations
occur: 1) The source transmission was successful andACK

was received incorrectly. Hence, the relayR1 transmits. Then,
we need two sub-blocks if the combination of the source and
the relay transmissions was successful andACK was received
correctly or if the combined transmissions were not successful
andNACK was received incorrectly. 2) The source transmission
was not successful andNACK was received correctly. Again,
the relay R1 transmits and we get two sub-blocks if the
combination of the source and the relay transmissions was
successful andACK was received correctly or if the combined
transmissions were not successful andNACK was received
incorrectly.

For the following four constellations, three sub-blocks are
required:

1) The source-to-destination transmission succeeded,ACK

was received incorrectly, combined transmissions of the
source and the first relay succeeded, andACK again was
received incorrectly.

2) The source-to-destination transmission succeeded,ACK

was received incorrectly, combined transmissions of the
source and the first relay failed, andNACK was received
correctly.

3) The source-to-destination transmission failed,NACK was
received correctly, combined transmissions of the source
and the first relay succeeded, andACK was received
incorrectly.

4) The source-to-destination transmission failed,NACK was
received correctly, combined transmissions of the source
and the first relay failed, andNACK again was received
correctly.



All these considerations can be summarized in the equation

E(N) = PSDp+ P̄SD(1− p)

+2PSD(1− p)PR1Dp+ 2PSD(1− p)P̄R1D(1 − p)

+2P̄SDpPR1Dp+ 2P̄SDpP̄R1D(1 − p)

+3PSD(1− p)PR1D(1− p) + 3PSD(1− p)P̄R1Dp

+3P̄SDpPR1D(1− p) + 3P̄SDpP̄R1Dp.

It is obvious that, as the number of relays increases,
derivation of E(N) becomes more and more complicated.
Rearranging allows us to describe the average amount of
required sub-blocks in a compact matrix notation. We get:

E(N) = K3 ◦

1
PS

PR1
(PS)2,1

The vectorK3 = [1, 2, 3] clearly is of dimension(1 × 3).
The matrixP denotes the feedback channel and is given by

P =

[
p 1− p

1− p p

]

.

The matricesS and R1 describe the decoding probability
at the destination after the source transmission and after
the combination of the source and the transmission of the
relay R1, respectively. Accordingly,S = [PSD, P̄SD]

T and
R1 = [PR1D, P̄R1D]

T . Finally, (PS)2,1 = PSD(1−p)+P̄SDp.
The average amount of required sub-blocksE(N) vs. the

reliability p of the feedback is shown in Fig. 3. The array of
curves is bounded by a rectangular box given byE(N) = 1,
E(N) = 3, p = 0, and p = 1. The shapes of the curves
depend on the parameter set{PSD, PR1D}. The values used
in Fig. 3 are listed in Tab. I. The gray area illustrates the
region where no curves can be found. An interesting fact is
that all curves intercept forp = 0.5 (unreliable feedback).
The average amount of required sub-blocks for this value is
E(N) = 1.75.

TABLE I
VALUES FORPSD AND PR1D

IN FIG. 3.

tag a b c d e

PSD 1 0.9 0.8 0.5 0
PR1D

1 0.95 0.85 0.5 0

IV. N UMERICAL RESULTS AND DISCUSSION

In this section we give numerical results for the investigated
protocols and discuss our findings. For simulations we use a
one-dimensional geometry as shown in Fig. 4.

The upper bound (i.e.,E(N) = 1) for the ǫ-outage capacity
of incremental relaying is illustrated in Fig. 5. Theǫ-outage
capacities of the baseline setting and the general upper bound
(cut-set bound) are also depicted. A target outage probability

E
(N

)

p
0 0.2 0.4 0.6 0.8 1

1

1.5

2

2.5

3
a

b

c

d

e

Fig. 3. Average amount of required sub-blocksE(N) vs. reliability p of the
feedback for the two-relay case.
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dsd
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Fig. 4. One-dimensional geometry used for the analysis. Thedistances have
been normalized to the source-to-destination distance, i.e., dsd = 1, dsr1 =
1/3, anddr2d = 1/3, respectively. Note thatdr1d = 1 − dsr1 = 2/3 and
dsr2 = 1− dr2d = 2/3.

of ǫ = 10−3 was used and the path-loss factor was set to
α = 4. We see that with incremental relaying we achieve enor-
mous gains over the simple baseline setting where each relay
transmits in its assigned sub-block even if source transmission
was successful. Nevertheless, the gap between incremental
relaying and the cut-set bound is remarkable. For instance,
consider an SNR of5 dB. The difference between the cut-set
bound and incremental relaying is approximately1 bit/s/Hz.
The reason for this is obvious: Decoding at relayR2 is only
based on the source transmission. However, the transmission
of relay R1 during the second sub-block can be exploited in
order to increase the decoding probability ofR2. If we do so,
we get anǫ-outage capacity given by

C(IR′)
ǫ =

1

E(N)
log2(1 + SNR

3

√

f̃(σ)ǫ) (6)

with f̃(σ) = σ2
sdσ

2
sr1σ

2
sr2 . (The derivation of the above

equation is given in the Appendix.) An upper bound (i.e.,
E(N) = 1) of this protocol is shown in Fig. 5, too. It can
easily be seen that the gap between the cut-set bound and
the novel incremental relaying protocol forSNR = 5 dB is
only 0.3 bit/s/Hz. Asymptotically, the maximal gap becomes
0.5 bit/s/Hz.The major advantage of this protocol is that the
gain comes at almost no cost, because we simply exploit the
broadcast nature of the wireless channel.
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Fig. 5. ǫ-outage capacity in bit/s/Hz vs.SNR in dB for ǫ = 10−3, α = 4,
and the geometrical constellation shown in Fig. 4.

V. CONCLUSIONS

We investigated theǫ-outage capacity of an incremental
relaying network in the low SNR regime. The network consists
of one source node, one destination node, and a pair of half-
duplex relays. It has been demonstrated that incremental re-
laying achieves great performance gains over a simple decode-
and-forward relaying protocol. Nevertheless, the performance
gap between the cut-set bound and incremental relaying is
remarkable. In order to overcome this drawback, we extended
the normal incremental relaying protocol by allowing the
relays to overhear the transmission of the other relay. In doing
so, each relay increases its own ability to decode and, thus,
increases the overallǫ-outage capacity enormously. It has been
shown that this novel incremental relaying protocol performs
close to the cut-set bound (within0.5 bit/s/Hz). We currently
deal with the extension of this protocol to large networks with
an arbitrary number of relays. Moreover, comparison to the
incremental relaying network with bursty amplify-and-forward
as proposed in [8] is under investigation.

APPENDIX

The derivation of theǫ-outage capacity of the novel incre-
mental relaying protocol is similar to the one described in
Subsection III-A. We first derive theǫ-outage capacity of the
corresponding baseline setting (in our case this means that
relayR2 receives the transmission from relayR1 as well) and
then multiply the result with3/E(N). An outage occurs for
the following cases.

1) Neither the relays nor the destination can decode the
source signal.

2) R1 can decode the source signal, but the destination and
R2 cannot. Then, the destination andR2 still cannot
decode the combined signals from the source andR1.

3) R1 can decode the source signal, but the destination and
R2 cannot. After the second sub-block, the destination

still cannot decode, butR2 can. Then, the destination
still cannot decode the combined signal from the source,
R1, andR2.

4) Similar to 2) and 3), but the roles ofR1 andR2 changed.
5) The destination cannot decode the source signal after

the first sub-block, but both relays can. After the second
sub-block, the destination still cannot decode. Even after
the third sub-block, the destination is still not able to
decode.

We now apply Lemma 1 forK = 3. Thus, the only term
that is nonzero is the one described in 1). All other terms tend
to zero for the limitg → 0. We demonstrate this by showing
two examples. First, consider 1). We get:

lim
ǫ→0

SNR→0
g→0

Pr(|hsd|2 < g)

g
︸ ︷︷ ︸

→
1

σ
2
sd

·
Pr(|hsr1 |

2 < g)

g
︸ ︷︷ ︸

→
1

σ
2
sr1

·
Pr(|hsr2 |

2 < g)

g
︸ ︷︷ ︸

→
1

σ
2
sr2

Now, consider 2). We have:

lim
ǫ→0

SNR→0
g→0

Pr(|hsr1 |
2 ≥ g)

1
︸ ︷︷ ︸

→1

·
Pr(|hsr2 |

2 < g)

g
︸ ︷︷ ︸

→
1

σ
2
sr2

·
Pr(|hsr2 |

2 + |hr1r2 |
2 < g)

g
︸ ︷︷ ︸

→0

·
Pr(|hsd|

2 + |hr1d|
2 < g)

g
︸ ︷︷ ︸

→0

Hence, we finally get

lim
ǫ→0

SNR→0
g→0

pout
g3

=
1

σ2
sdσ

2
sr1σ

2
sr2

, (7)

which yields after some algebraic manipulation the desired
result forC(IR′)

ǫ .
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