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Abstract—Automatic modulation classification (AMC) of un- is investigated through simulations, with and without afen

known communications signals is employed in both commercial state information (CSI). These results are compared with

and military applications, such as cognitive radio, spectrum ARLT. The paper concludes with Section V
surveillance, and electronic warfare. Most of the AMC methods ' pap '

proposed in the literature are developed for systems with a single Il. SYSTEM MODEL

transmit antenna. In this paper, an AMC algorithm for multiple- . . . . .

input multiple-output (MIMO) signals is proposed, which is based A spatial multiplexing MIMO system withV, transmit and

on higher-order cumulants. The use of cumulants with different N, > N; receive antennas multiplexes the modulated transmit
orders, as well as their combinations as feature vectors are symbol stream toN; parallel independent symbol streams,
investigated. The ideal case o priori knowledge of the channel \hich are directly fed to the transmit antennas; hence, the

state information (CSI) is considered, along with a setting of : . L
practical relevance, where the channel matrix is blindly estimated transmitted symbols are independent in time and space. The

through independent component analysis. The performance of tn  'eceived signat (k] = [ri[k], ..., 7w, [k]]" at time instant is
proposed algorithm with different features is evaluated through given by
simulations and compared with that of the average likelihood r[k] = Hs[k] + wl[k] , (1)
ratio test (ALRT).

Index Terms—Automatic modulation classification, multiple- wheres[k] = [s1[k], ..., sn,[k]]T is a vector containing the
input multiple-output, independent component analysis, blind transmitted symbols from all antennas, awdk] is a white
source separation, higher-order cumulants. noise vector whose elements are zero-mean complex Gaussian

distributed random variables with variane€. The MIMO
channel is characterized by the channel matrix

Automatic modulation classification (AMC) algorithms are hy 4 by N
employed to determine the modulation type of unknown ’ o
communications signals, with applications to cognitivdioa H = : : ’ @
spectrum surveillance, and signals intelligence. hn,1 -+ hn, N,

Two different approaches to the AMC problem can bgherep, ,, m = 1,....N,, I = 1,...,N,, is the chan-
observed in the literature for single-input single-outf8#SO) e coefficient between ther—th receive and—th transmit
systems, i.e. the likelihood- and feature-based algostfth- antenna. We consider a Rayleigh block fading channel. The
[5], respectively. The former is optimal in the Bayesians&&n ayerage signal-to-noise ratio (SNR) is defined as the total
but requiresa priori knowledge of the parameters of the tranSseceived mean signal powa¥, N,.o2 divided by the total noise
mitted signal, and displays a high computational ComWE‘XitpowerNroﬁj. Assuming, w.l.0.g. that the varianeé of the

The latter extracts features from the received signal torits  3nsmitted symbols is normalized to one the SNRYs
inate the candidate modulation types, and can be regarded as T

sub-optimal but usually requires littiepriori information. The [1l. PROPOSEDFEATURE-BASED CLASSIFICATION
computational complexity is lower than that of the likeldab ALGORITHM

based approach [6]. Choqueuse et al. extended the average
likelihood ratio test (ALRT) to MIMO spatial multiplexing LALIIN

I. INTRODUCTION

Channel

systems [7]. In this contribution, we propose a featureetlas : Bstimation |
AMC algorithm for MIMO systems that employs higher-orde; I a,nqi?iiim.n s
cumulants of the received signal as discriminating feature —

The remainder of the paper is organized as follows. In
Section Il, the MIMO system model is described. The pro-
posed algorithm is introduced in Section Ill. In Section the
performance of the algorithm using different feature vexto

=
=

Combining | ¥\ | Classification |44,

Fig. 1. The proposed AMC architecture.

In this work, we propose a feature-based AMC approach,
that uses higher-order cumulants as discriminating featur
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antennas. Subsequently, the channel is compensated in ord®©nly cumulants of even order are non-zero for linearly
to recover theN, parallel noisy independent symbol streamsnodulated signals, due to the symmetry of signal consiatiat
Smlk], m = 1,..., N;. Note that each stream corresponds tpoints. It can be seen that some cumulants have identical
the signal from one transmit antenna. Then, modulation-typealues for different modulation schemes, and hence cannot
specific features are estimated from each of Aheestimated be used for their discrimination. Furthermore, the cumulan
independent symbol streams individually, which finally arealue also depend on the phase offsets, which may be present
combined to be used for classification. in the recovered symbol streams. Thus, we choose to use the
With perfect CSI, the channel compensation can be carriethgnitudes of the estimated cumulants for classification, i
out using zero forcing (ZF). The received signal veat@d is order to make the features invariant to phase offsets.
multiplied by the pseudo-inverse of the channel malix := Following the feature extraction stage, the feature vsctor
(H'H)~'HY, where(-)" denotes the Hermitian operation. estimated from different symbol streams are combined prior
If the channel matrix is not known, which is a much moréo the classification stage. We choose to employ selection
realistic assumption for scenarios where AMC systems atembining i.e., using the feature estimate from the signal
used, the transmit symbols are estimated by the well knowranch with the highest SNR.
joint approximate diagonalization of eigen-matrices (BAD  Finally, the decision on a modulation schemg is made
algorithm proposed in [9], using solely the received signé the classification stage by choosing the modulation type
samples at each receive antenna, without requiringagmjori  that minimizes the Euclidean distance between the combined
information, except for the number of transmit antennsig, feature vector estimati and the theoretical feature vector,
Note that JADE is able to separate the independent sigid),, .
streams only up to a real-valued multiplicative factor and a
phase rotation. Thus, the estimated transmit signals neist b IV. SIMULATION RESULTS

normalized as follows In this section, simulations are used to evaluate the perfor

< ] — Smlk]V1+ Py, 3 mance of the proposed AMC algorithm with various cumulant-
Smlk] = o, ’ ©) based features. The average probability of correct claatin
Pcc is employed as a performance measure.

where P,, is the noise power of then-th estimated sym- L .
bol stream. Furthermore, the discriminating features deed T_he average likelihood ratio te_st (ALRT), that ha; been
derived in [7] under the assumption of perfect CSlI, is used

modulation lassification shoul hosen such h : . . ;
odulation type classification should be chosen such tret t performance benchmark. It is optimal in the Bayesian

are robust to unknown phase offsets. After the equalizatio?‘n n iven that the channel matrix and the noise varian
the filtered noisew|[k] is clearly no longer white; hence jtg>¢"1S€, given hat the channet marix a € noise variance

components are correlated and have non-equal powers. are known, but has a complexity, which severely limits the

For classification feature vectors containing higher—ordgpp“(l:ab'“t%h . tioned. the followi ¢
cumulants are used. The general expression of a cumulant oPn ess otherwise mentioned, the following parameters are

deru, v-i . ted, f | d iabl used in simulations. The set of modulations 8l =
o g?\:gn 1;5'?1%? conjugated, for a compliex fandom Vanable rppgi. QPSK, 8 — PSK, 16 — QAM], the number of trans-

mit antennas isV; = 2, the number of receive antennas is

p N, = 4, and the observation length % = 1000. For each
K2V =" Lk(p) [ B 5™}, (4)  SNR value,2000 iterations were performed.
P, j=1 Fig. 2 displays the performance of the proposed algorithm

where P, is the set of the partitions of the elementdor a single cumulant-based feature of various orders and ZF

{1,2,...,u}. A partition p consists of setsv;: p = {1;}?_, equalization, as well as the performance of the ALRT.

u; is the size of the set;, v; is the number of conjujéated The increase in the o.rder of thg employed cumulant fea-

terms, k(p) = (_1)p_1(p_1)!‘ andE{-} denotes expectation.ture leads to the following opposite effects. On one hand,

For further details, the reader is referred to [10]. the distance between the theoretical values of the cumulant
Theoretical values for cumulants of diverse orders for diféatures for different modulation schemes increases, awpr

modulation types. On the other hand, the variance of the

7 T T oo cumulant estimates increases, which degrades the clasisific
St - ; — performance. The performance of the cumulant-based fesatur
S 0 0 0 |k%2| and |k%!| is similar and about 0.5 dB better than
e |k%0|, while the featuréx°| has the worst classification rate.
hgé 16 4 0 208 When compared with ALRT, an SNR increase of about 5.5
Ha | 20 . dB is required to achiev®-c = 0.9 with the |x%2|-based
S0 72 34 1 13.981 algorithm.

Rl I B

"85 | L | o 0 Y LA detailed investigation of combining schemes for the featetors will

Ba | o 34 33 13.081 be provided in future work and is therefore out of the scopéhisf paper.
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Fig. 2. Performance of the proposed algorithm with diffei@ndier cumulants Fig. 4.  Performance of the proposed algorithm with and with©8l, as
and perfect CSI using ZF, in comparison to ALRT. well as the ALRT.

The combination of different features in vectors leads to a
higher degree of freedom in designing the AMC system. By
using this approach, it becomes possible to employ featured\ feature-based approach to automatic modulation classifi-
that, by themselves, cannot classify all the modulatiomesyip cation (AMC) for multiple-input multiple-output (MIMO) g
M. For example:% cannot be use to discriminate QPSK and#lals is proposed, which exploits higher-order cumulante T
8-PSK; however, this can improve the capability of a featugdassification performance of feature vectors, which idelu
vector to discriminate BPSK and 16-QAM. diverse higher-order cumulants is intensively investdatia

In this work, every possible combination of feature vecto®mulations. It is shown that an improved performance is
of lengths 1 to 7 with cumulant-based features up to the orckghieved with eighth-order cumulants. Perfect channdk sta
of eight are investigated via simulations. Fig. 3 shows theformation (CSI) is considered, as well as the realistiseca
classification rates for the best feature vectors with oifie of blind channel estimation through the joint approximate
lengths. The curves for feature vectors with a length betwediagonalization of eigen-matrices (JADE) algorithm. Ressu
two and six are on top of each other. The performan&how that a reasonably close performance is obtained in the
difference between the classifier that uses the featurewedatter case, when compared with the former. The performance
K = [|s%2|,|s%*|]T and ALRT is only 4 dB at aP,. of 0.9. of the proposed algorithm is also compared with that of the
Using the feature vectdK = [|x$2|, [x%4]]T instead of using optimal average likelihood ratio test (ALRT). While ALRT
only one cumulant as a feature leads to a gain of about 1.5 g®juiresa priori information on the channel and suffers of high
at aP.. of 0.9. The simulation results indicate that by usingomputational complexity, the proposed algorithm does not
more than two cumulants does not improve the performandisplay such drawbacks. These results indicate the slityabi

V. CONCLUSION

significantly. of our proposed algorithm for practical implementation.
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